
0 

 

 

“Innovation for network businesses 

by the world's first SDN WAN technologies” 

- O3 project - 

Atsushi Iwata  

E-mail: a-iwata@ah.jp.nec.com 

 

O3 project  

NEC, NTT, NTT Communications, Fujitsu, Hitachi  

May 22, 2014 

mailto:a-iwata@ah.jp.nec.com
mailto:a-iwata@ah.jp.nec.com
mailto:a-iwata@ah.jp.nec.com


1 

 Background and mission 

 Motivation(User's and operator's viewpoint) 

 The goal of O3 project: User-oriented SDN 

 What we did in O3 project 

 Developed proof of concept system 

 The demonstration 

Agenda 



2 

Background and mission 
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• SDN is a technology to innovate new services and to 

accelerate businesses. Network will be designed, 

deployed and operated by business application and 

orchestration system.  

Software-Defined Networking (SDN) 

Source: ONF white paper 

SDN architecture SDN+NFV applied to wide area network 
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Motivation 

(User's and operator's viewpoint) 



5 

Current status of commercial SDN technology  

Enterprise Data center Mobile core 

Virtual Network
DC

Network

DC
Network DC

Network

DC
Network

Secure virtual 

network 

infrastructure 

Global multiple 

distributed DCs 

Load-based flexible 

resource allocation 

Commercial SDN technologies are mainly applied to “closed domain 

networks”, such as enterprise, datacenter, and NFV networks. 
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 Current issues of WANs (operator's viewpoint) 

 Current business environment 

– Change of service cycle: short life cycle 

– Change of usage model : global optimization and collaboration 

 

 Issues of existing WANs 

– Time-consuming process to deploy, operate, terminate network 

services, due to negotiations between networks and/or layers. 

– Difficulty of resource optimization for each service, since service 

resource in each layer are independently managed. 

– Difficult to interoperate or migrate over multiple networks and/or 

layers between different services. 

– Difficult to integrate operation and management due to the 

vendor-specific/-defined networking.  
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 For short life cycle 

⇒ Provides rapid deployment, operation and termination of services 

 For global optimization 

⇒ Optimize WAN service by multi-layer resource orchestration 

 For free of vendor -specific/-defined networking 

⇒ Service-oriented rapid and flexible network deployment  

 

Solution using SDN (operator's viewpoint) 

Enable SDN to provide wide-area multi-layer technologies 

and resource abstraction technologies 
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Current issues of WANs (user's viewpoint) 

Physical ｌinks and nodes 

SDN controller 

(Network control operating system) 

Orchestration system 

Northbound API 

Southbound API 

• Application Programming Interface (API) 
– Usually lead to “network-oriented” API instead of “user-oriented” 

API, and is not sufficiently enough for application developers to 
develop network service programs. 

Application Programming Interface (API) 

Network-oriented API is not 

enough for application 

developers to utilize.  
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Solution using SDN (user's viewpoint) 

 User-driven network innovation 

⇒ User community develops new innovative software 

 Agile cross-industry collaboration 

⇒ Chaining different services builds collaborative services quickly 

 Realize user-defined networking 

⇒Users innovates new services quickly and flexibly  

 

Enable SDN to provide user-friendly development framework 

without detailed network knowledge (via tools) 
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Goal of SDN WAN 

 Distributing SDN software library enables 

 “agile end-to-end service deployments and operations” 
to satisfy service SLA/QoS. 

Wide Area Network

Collaboration Environment

Service

Service

Entertainment

Healthcare services

Sports Service

Medical Services

Service

Service Provider

Service Provider

Apps Provider

ＳＤＮ
Software
Library

DistributeAll reuse

Copy
Customize

Innovation
Partial reuse

Reuse

地域ネットワーク

DC

地域ネットワーク

DC

地域ネットワーク

DC

地域ネットワーク

DC

地域ネットワーク

DC

地域ネットワーク

DC

地域ネットワーク

DC 地域ネットワーク

DC

地域ネットワーク

DC

地域ネットワーク

DC

地域ネットワーク

DC

地域ネットワーク

DC

To start new service by only

installation of SDN Software

Contribution

From 

Global Innovators

8KHD BC

Application

8KHD BC

Application

Regional Network

Regional Network

Regional Network

Regional Network

Regional Network
Regional Network

Regional Network8KHD BC

Application

Regional Network

Regional Network

Regional Network

Regional Network

Regional Network

SDN
ソフトウェア

SDN 

Software

By provider, vender and 3rd party…

By provider, vender and 3rd party…

By provider, vender and 3rd party…

OOO Platform

Distributing SDN software library to  

different regional networks for global  

cloud services 

Distributing SDN software library 

among different businesses 
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The goal of O3 project: User-oriented SDN 
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  Introduction to O3 project concept 

• Open 

– Open the project results with open source software 
(plan to release in 2014 – 2015) 

 

• Organic 

– Neutral activities for all communities 

 

• Optima 

– Network resource optimization in terms of quality, cost, 
performance 
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Toward open user-oriented SDN 

Accelerate three items for user-oriented SDN 

(1) Open development with OSS 

(2) Standardization of architecture and interface 

(3) Commercialization of new technologies 

O3 project 

(1) Open (2) Standardization (3) Commercialization 
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• Provides orchestration systems for different user 
requirements 

 

Requirements of user-oriented SDN 

Management for AP provider 

(ex. Skype, Lync, Facebook) 

Open network platform 

 

 

Physical network 

Packet Optical Mobile 

Management for service provider 

(ex. IaaS, PaaS, SaaS) 

Management for carrier network 

(ex. Design, Deploy, Operate) 

I'd like to automate 

service management 

including IT systems. 

Northband API (Innovation for users) 

Southband API (Innovation among vendors) 

I'd like to control and 

operate network in 

fine-grained manner. 

Flexible network 

platform for various 

requests from users. 

I'd like to change 

AP performance 

dynamically. 
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• Object-defined network platform realizes 

• Fine-grained customized network control for carriers, and  

• simple operation for AP providers and service providers. 

Extended operation 

function 

(for AP provider) 
Extended operation 

function 

(for service provider) 

Extended operation 

function 

(for carreer) 

Object-defined network platform of O3 project 

OpenFlow Overlay 
Optical/packet 

transport 
Mobile 

Data model Data model Data model Data model 

Object Object Object Object 

Protocol-object convertor 

Basic operation 

function 

AP provider Service provider Carrier 

Specify only the 

bandwidth, delay,  SLA 

on the abstraction layer. 

Find-grained control of 

routing, traffic, fault 

monitoring, and 

operation management. 
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The expected innovation for various services 

The expected goal of O3 project 

Realize object-defined network 

Physical layer 

 

 

Service tool layer 

 

 

Resource abstraction layer 

 

Deploym’t 
software 

Managem’t 
software 

Design 
software 

Overlay 
system 

Packet / optical 
system 

Wireless 
system 

Orchestration software 

 

 

Abstraction 

model 

QA 
software 

Security 
software 

Virtual 

NW 

Virtual 

NW 

Virtual 

NW Virtual 

NW 

Broadcast 

service 

Government 

service 
Medical 

service 

Transport 

service 

Open Interface 

Open framework (OSS) 

Differentiated tools 

(OSS or proprietary) 

Differentiated tools 

(OSS or proprietary) 

[1] Service modeling to 

describe end-to-end services, 

including SLA/QoS 

[2] Designing, deploying and 

operating network services 

where SLA/QoS are satisfied. 

[3] Abstraction of physical NW 

resource and optimizing 

logical NW and physical NW  

[4] Supporting API to realize 

flexible physical layer  

Differentiated tools 

(OSS or proprietary) 
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What we did in O3 project 
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All topics of O3 project 

Theme 

(1) 

SDN 

software 

forwarding 

node 

Packet 

transport 

 

 

 

 

 

 

 

 

 

 

 

 

 

Optical 

network 

 

 

 

 

 

 

 

 

 

 

 

 

 

Theme 

(3) 

Interconne

ction to 

existing 

NWs Theme 

(2) 

SDN 

guideline 

for carrier 

networks 

SDN 

overlay 

network 

Traffic 

Managem’t 

Reliability 

Managem’t 

Wireless 

network 

Common control framework 
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Test bed 

SDN guideline for carrier networks 

 Establish the SDN guideline for carrier networks 
which is required to design, deploy and operate the 
large scale of SDN in the following steps: 

Evaluation techniques 

- Test bed setup 

- HW/SW SDN feature evaluation 

- Design parameters certification 

- Test results analysis 

Draft includes 

- Criteria to select SDN equipment  

- Capacity 

- Capability 

- Reliability etc. 

- Criteria for evaluation  

- Flexibility 

- Time to deploy SDN etc. 

- Evaluation techniques 

- Design parameters identification 

- Testing and reporting templates 

Guideline draft creation Feature  testing & analysis Documentation completion 

Final document  

- test results 

- analysis reports 

DB 

Evaluation 

program 

Evaluation 

program 

Evaluation 

program 

Fukuoka Otemachi 

Sapporo 

× 
× × 
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Common control framework 

 Provide flexible network service and quick service 

delivery by building a virtual network over various 

kinds of physical networks. 

 Reduce operation cost for complex multi-layer 

physical networks by using unified management. 
 

OpenFlow Optical 
Packet 

Transport 
Overlay 

Common control framework 

Virtual NW 
Virtual NW 
Virtual NW 

Virtual NW 
Virtual NW 
Virtual NW 

Virtual NW 
Virtual NW 
Virtual NW 

Virtual NW 
Virtual NW 
Virtual NW 

Manages various kinds of physical networks by unified models 

Unified network visualization Integrated control of hierarchical 

multi-layer networks 

Achievements:  Implemented a common control framework to visualize multi-layer 
network topologies, including OpenFlow, overlay and packet/optical transport. 

Common control framework 

OpenFlow Optical 
Packet 

Transport 
Overlay Wireless 

Virtual NW 
Virtual NW 
Virtual NW 

Virtual NW 
Virtual NW 
Virtual NW 

Virtual NW 
Virtual NW 
Virtual NW 

Virtual NW 
Virtual NW 
Virtual NW 

Virtual NW 
Virtual NW 
Virtual NW 

Virtual NW 
Virtual NW 
Virtual NW 

Virtual NW 
Virtual NW 
Virtual NW 

Virtual NW 
Virtual NW 
Virtual NW 

Flow control 

Flow control 

Flow control 

Flow control 

Flow control Flow control Flow control Flow control 

Flow/Packet 

control 

Packet path 

control 

Optocal path 

control 

Wireless channel 

control 
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Example of multi-layer network management 

LinkLayerizer 

Federator 

Slicer 

LearningSwitch LearningSwitch LearningSwitch 

Federator 

Aggregator 

Slicer 

Aggregator 

Manager 

Manager Manager 

LinkLayerizer 

Transport control 

OpenFlow control 

Overlay control 

LinkLayerizer 

WDM TDM PTN VxLAN OF1.0 OF1.3 

PTN 
driver 

OpenFlow1.0 
driver 

Vxlan 
drier 

OTN 
driver 

OpenFlow1.3 
driver 

Multi-layer visualization app. 

NB-API 
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Packet transport 

SDN controller (PTN) 

SDN controller (IP) 

Router network Packet transport network 

CVNI 

CDPI 

CDPI: Control Data Plane IF 

CVNI: Control Virtual NW IF 

Achievements in this year 

Topic (2) : Multi-Layer Orchestrator (MLO) 

 

 

 

 

 

 

 

 

 

Virtual router 

control function 

CDPI 

Control  
packet 

Control  
packet 

 In a 1,000-node-scale packet transport network, it 
enables to provide networks and services promptly, 
just like in a cloud environment. 

 Large-scale multiple failure restoration with 
hundreds of virtual networks is achieved within 10 
seconds, 1/10 duration compared with the existing 
technologies. 

Topic (1)-C 

Topic (3) 
 

 
Transport 

edge 

GUI 

Achievements: Developed prototype node and integrated management GUI. 

(1)Physical topology 

(2)Physical node 

(3) Alarm status display 

->Certain alarm will be 

selected automatically 

Logical 
NW 
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Optical network 

Unified operation over packet and optical core layers  
 Enables to adapt to end users needs promptly, and to 

reduce the communication expenses for end users. 
 Improves network resource utilization for operators, 

and reduces CAPEX and power consumption. 

Independent operation of each layer 

Packet 

network layer 

Optical  core 

network layer 

Optical cut through 

After Before 

Operation of 

packet NW 

Unified 

operation 
Low latency 

Low cost 
High BW 

Redundancy 

Security 

Virtual 

resource pool 

Can provide optimum 

network for end users  

Virtual management 

over multilayer 

End user B 

Unified operation of multilayer 

NW administrator 

NW administrator 

NW administrator 

Operation of  

optical core NW 

Menu A 
・High bandwidth 

・Low latency 

Only fixed menus are provided 

Menu Ｂ 
・Redundancy 

・Security 

End user A 
End user B 

May not meet the  

needs of end users 

I need high bandwidth 

and redundancy… 

Independent  

operation 

Achievement: Configuration of 1000-node-scale network was changed in 10 minutes. 
Prototype of evaluation board for interworking packet/optical signals has been developed. 

Optical  core 

network layer 

Packet 

network layer 

End user A 
Redundancy 

Security High BW 

Evaluation board for  

signal Interworking 

Low latency 
Low cost 
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SDN software forwarding node 

 As its functional expandability and flexibility, it is 
easy to deploy new network services and new 
protocols on that node, and also to accommodate 
unpredictable network changes. 

 The node has sufficient packet processing 
performance and network functions, applicable for 
a large-scale network. 

Achievements： Achieved 10Gbps enabled SDN software forwarding node with 1M flows 

Datapath manager 

Data-plane (user-space) 

OpenFlow bridge 

User-mode I/O library 

agent 

OFP handler 

OVSDB-MP 

handler 

OF-config 

handler 
Agent controller 

Data store 

Channel manager CLI 

handler 

SNMP 

handler 

data-plane handler 

Bridge 

manager 
Interface 

manager 

Port Port Port 

Bridge (L2) 

Interface 

manager 

FlowDB 

Meter table 

Flow rule 

Bridge 

manager 

Port Port Port 

ARP 

Event Queue 

User-mode I/O Library 

OAM 
OAM 

Control plane and 

management plane 

Fast software-based 

data plane 
Large scale flow 

detection 

and flow search 

fff : 
Flexible parallel Flow 

processing 

Framework 

A proto-type of 

SDN software switch 

Hypervisor (KVM) 

OFC 

(Ryu) 

Hypervisor-enabled 

vswitch(software d-plane) 

Virtual BRAS 

software node 

Fast packet processing  

driver  software 

Fast packet processing  

driver  software 

Hypervisor (KVM) 

broad-area ethernet 

software node 

with 

no instantaneous 

interruption 

Hypervisor-enabled 

vswitch(software d-plane) 

[ 1st,2nd year ] 

Fast protocol 

processing engine  

for applying public 

networks 

[ 1st,2nd year ]  

Over  10Gbps  

network support 

Orchestrator / Management System 

Developed 

Modules in FY2013 
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Wireless network 

Parameters specifically for wireless transport link 

Completed modeling of wireless transport Link 

Tx/Rx frequency, Channel bandwidth, Mode (Modulation and coding) 

+ Mode usage information of wireless transport link 

 Support multiple virtual networks over wireless 
networks while avoiding degradation of high 
priority traffic even when traffic demand and data 
rate of wireless link changes over time. 

16QAM 

Time 
180 Mbps 
(256QAM) 

80Mbps 
(16QAM) 

99.99% 

100% 

99.9% 

256QAM 

32QAM 

Availability 

threshold 

108 Mbps 
(32QAM) 

128QAM 

QPSK 

Past mode usage 
Availability of mode 

Calculate 

availability of 

each mode 

 

obtain rate, 

est_rate, 

max_rate, 

min_rate 

Wireless backhaul environment LTE emulation system 

Mobile core 

network 

Achievements: Achieved modeling of wireless transport link and path control scheme 

 

 
Routing 

algorithm 

Resourc

e Control 

SDN controller 

LTE 

base 

station 

Wi-Fi AP 

Wireless hetero network coordination 

node control driver 

Access network 

Traffic 

control 

Wireless 

transport 

Coordination 

Wireless access network Smartphone 

Smartphone 

Surveillance 

Camera 

Wireless hetero network coordination control 

M
o
b
ile
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o
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 n
e
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o
rk

 

Virtual 

NW2 

Virtual 

NW1 

Virtualization of 

wireless network 

Traffic control for 

coordination among 

mobile networks 
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Interconnection to existing NWs 

 Rapid creation of 1000-node-scale virtual networks 
which connects to existing networks by legacy 
inter-domain routing protocol. 

 Reduction of operation cost of large-scale 
networks to accommodate any user requests, by 
centralized control of SDN controller. 

Physical network(1000 nodes) 

Virtual network(Overview) Virtual network(Detail) 

Creating virtual network 

Ootemachi 

Fukuoka 

Sapporo 

Achievements: Achieve 100 slice interconnections among1000 nodes within 10 minutes. 
 

Existing NW A Existing NW A

Existing NW B Existing NW B

Existing NW C Existing NW C

Inter-cooperation

function A

Inter-cooperation

function B

Inter-cooperation

function X

Control Plane Composition func.

Module

Disposition

func.

SDN
Controller Common Control Framework

Physical Network Control

Virtual Network A

Virtual Network B

Control Plane Composition func.

SDN Correspondence Physics NW
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Developed proof of concept system 
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Visualizer for multi-layer, multi-domain networks  

Transport network Data center Data center 

OpenFlow 

Packet 

transport 

WDM 

WDM link failure 

Flow failure  

 Multi-layer topology visualization from logical 

network instances 

 Inter-layer correlation mapping through 

operators 

 Trouble shooting, failure analysis, etc. 

User

Network

OpenFlow

Network

Optical 

Network

Packet Transport

Network

VXLAN

Network

failure
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• Advanced control of Packet/Optical transport network  

– Control of  transport network based on simple requirements from users such 

as transmission speed and response time 

– Flexible utilization of multilayer resources to meet requirements from users 

Packet / Optical integrated management 

L0 NW (WDM)

L1 NW (OTN)

L2 NW (MPLS-TP)

User application
(GUI)

Network Component
（Targeted Object）

NEC

Hitachi

Fujitsu

Existing EMS

L1 Virtualization

L01 L2(LSP)

L0 Virtualization

Packet transport node

Packet transport 
driver

L3(IP)L012

L2 Virtualization

L0123
NEC
Module

NEC
Module

Multi-Layer Management and Control

SDN制御対象引渡
（物理データ）

Optical Core NW
Resource 

management

Optical NW
Management and Control

Mask lower layer 

topology / create 

a link

Abstract network where 

all lower layers are linked

Information 

model complies 

with Standard

Network OS(Open source)

Optical core 
node 
supporting 
SDN

L0(OCh) L1(ODU)

Control resource of 

L1(LOODU) layer

Circuit Extension
of OpenFlow

PTN: Packet Transport Network
MPLS-TP: Multi-Protocol Label Switching –
Transport Profile
ODU: Optical Data Unit
LOODU: Low Order Optical Data Unit
OTN: Optical Transport Network
OCh: Optical Channel
EMS: Element Management System
TL1: Transaction Language 1
NW: Network
LSP: Label Switched Path
GUI : Graphical User Interface
WDM : Wavelength Division Multiplexing

OpenFlow/TL1 
Conversion

PTN
Resource 

Management Deliver SDN 

Control Target

（Physical data）Control resource 

of L2(LSP) layer

Provide NW
Resource to User

FLASHWAVE9500
（Fujitsu, Ltd. ）

AMN6400
（Hitachi, Ltd.）

Overall System Configuration
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• Introduction to O3 project 

– SDN guideline 

• For SDN operations 

– Common control framework 

• For network abstractions and programming model 

– SDN-enabled WAN nodes 

• For Packet transport control 

• For Optical network control 

• For wireless network control 

• For SDN software forwarding plane and control 

• Future plan 

– Plan to release O3 project results in OSS, to explore new 

innovations with outside community.  

– Release of software modules will be in 2014 – 2015 

Conclusion 
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The demonstration 
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Demonstration 1 

• Integrated network management system for WAN 

– Management of multi-layer, multi-vendor and multi-domain networks 

• Multi-layer topology visualization  

– Inter-layer correlation mapping through operators 

 

Packet 

Transport

Network
Optical Network

OpenFlow

Network

Overlay

Network



33 

• Advanced control of transport network system that responds to 

simple requirements from users 

– Control of  transport network based on simple requirements from users such 

as transmission speed and response time 

– Flexible utilization of multilayer resources to meet requirements from users 

Demonstration 2 

L0 NW (WDM)

L1 NW (OTN)

L2 NW (MPLS-TP)

User application
(GUI)

Network Component
（Targeted Object）

NEC

Hitachi

Fujitsu

Existing EMS

L1 Virtualization

L01 L2(LSP)

L0 Virtualization

Packet transport node

Packet transport 
driver

L3(IP)L012

L2 Virtualization

L0123
NEC
Module

NEC
Module

Multi-Layer Management and Control

SDN制御対象引渡
（物理データ）

Optical Core NW
Resource 

management

Optical NW
Management and Control

Mask lower layer 

topology / create 

a link

Abstract network where 

all lower layers are linked

Information 

model complies 

with Standard

Network OS(Open source)

Optical core 
node 
supporting 
SDN

L0(OCh) L1(ODU)

Control resource of 

L1(LOODU) layer

Circuit Extension
of OpenFlow

PTN: Packet Transport Network
MPLS-TP: Multi-Protocol Label Switching –
Transport Profile
ODU: Optical Data Unit
LOODU: Low Order Optical Data Unit
OTN: Optical Transport Network
OCh: Optical Channel
EMS: Element Management System
TL1: Transaction Language 1
NW: Network
LSP: Label Switched Path
GUI : Graphical User Interface
WDM : Wavelength Division Multiplexing

OpenFlow/TL1 
Conversion

PTN
Resource 

Management Deliver SDN 

Control Target

（Physical data）Control resource 

of L2(LSP) layer

Provide NW
Resource to User

FLASHWAVE9500
（Fujitsu, Ltd. ）

AMN6400
（Hitachi, Ltd.）

Overall System Configuration
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Thank you for your attention! 

This program 'Virtualized network technology research and development' 

is funded by Ministry of Internal Affairs and Communications 


